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The study of simplicial sets (and simplicial objects in general) is a way to
extract the purely combinatorial and algebraic considerations from the

study of topological simplices, fundamental to algebraic topology. Surprisingly,
this allows us to carry out significant parts of the well-known topological
constructions like simplicial (co)homology without directly involving topology.
At the same time, standard constructions like homotopy theory become much
broader algebraic and categorical techniques, applicable far outside the realm
of topological spaces.

We consider the simplicial category ∆ defined in the following way: The
objects in ∆ are finite ordered sets of the form [n] = {0,1, . . . ,n} for all nonnega-
tive integers n, and the morphisms [m]→ [n] are order-preserving maps. Given
a category C , a simplicial object in C is a contravariant functor from ∆ to C ,
that is, a functor X : ∆op→C . To ease notations, we usually write Xn instead
of X([n]) and consequently denote a simplicial object by X·. The map Xn→ Xm
induced by a map α : [m] → [n] is denoted α∗. The simplicial objects in a
category C form a category ∆opC , the morphisms being simply natural trans-
formations of functors.

X0 X1 X2

One case of particular interest is the
category ∆opSet of simplicial sets. IfX· is
one such, we usually think of Xn at the set
of cells in the n-skeleton of some simpli-
cial complex with a fixed orientation of
the cells. We shall see later that there are
two distinguished classes of simplicial maps, face and degeneracy maps. The
degeneracy maps are embeddings Xn−1 ↪→ Xn of one skeleton into the skeleton
one dimension higher. The lower-dimensional cells of Xn obtained from these
embeddings are not counted as “true” n-cells and are hence called degenerate,
in contrast to the non-degenerate n-cells. The face maps are degree-decreasing
maps Xn→ Xn−1 that associate to each cell its faces. For instance, there are two
simplicial maps α∗ : X1→ X0, mapping each non-degenerate 1-cell (i.e., edge)
to its beginning and end points. All maps turn out to be compositions of face
and degeneracy maps.

The standard n-simplex is the simplicial set ∆n = Hom∆(−, [n]). With
the interpretation from the last paragraph, this corresponds to the topo-
logical n-simplex regarded as a simplicial complex, hence the notation. In-
deed, the example drawn above is just ∆2. The maps ∆m→ ∆n induced from
maps α : [m]→ [n] will be denoted by α∗. The standard n-simplices are uni-
versal in the sense that the Yoneda Lemma provides for each simplicial X· an
isomorphism of sets

Xn �Hom∆opSet(∆
n,X) (1.1)
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given by ϕ(id[n])←� ϕ, which is natural in [n] so that the simplicial set X· is
isomorphic to the contravariant functor [n] 7→Hom∆opSet(∆n,X).

1.1. Proposition. The simplicial set X· is a colimit

X = lim−−−→
∆n→X

∆n

taken over the slice category consisting of all maps of simplicial sets ∆n→ X with
the obvious morphisms.

Proof. This is a special case of the categorical statement ∆n ∆m

X

Y

x

yx

α∗

α∗(x)

yα∗(x)

that any functor from a small category to sets is a col-
imit of representable functors, but we stay concrete.
To keep notations clean, we ignore the distinction be-
tween elements of Xn and maps ∆n→ X. Then we must
prove that for any collection of maps yx : ∆n → Y in-
dexed by maps x : ∆n→ X (for varying n), there exists a
map X → Y of simplicial sets making all diagrams like the one on the right
commutative. Define this map by x 7→ yx and notice that commutativity of
the outer diagram yields yα∗(x) = yxα∗ = α∗yx, which is exactly the statement
that X→ Y respects the simplicial structure. Uniqueness follows by applying
x and yx to id[n] ∈ (∆n)n and using commutativity of the left triangle. �

There is a dual notion of cosimplicial objects, covariant functors ∆→C ,
where upper indices and lower stars are used. Parallel to the case of simplicial
sets, we denote this category by ∆C .

1.2. Geometric realization. The connection between the theory of topological
and combinatorial simplices is the geometric realization. This is a functor
associating to each simplicial set X· a topological space |X | (in fact, a simplicial
complex) which formalizes much of the geometric intuition we used in the
introduction. We initially define it on standard simplices, letting

|∆n| = { (ti) ∈Rn+1 | ti ≥ 0,
∑
ti = 1 }

be the traditional topological n-simplex. We extend it inspired by the identity
from Proposition 1.1 by defining |X | = lim−−−→∆n→X |∆n|, noting that this limit makes
sense because Top is cocomplete. To provide a concrete construction of |X |,
regard each Xn as discrete and put |X | = (

∐
Xn × |∆n|)/∼, the quotient space by

the equivalence relation where (x,s) ∈ Xm × |∆m| is equivalent to (y, t) ∈ Xn × |∆n|
if there exists a map α : [m]→ [n] such that α∗(y) = x and α∗(s) = t. In other
words, we identify degeneracies of the same simplex. Note that this description
also shows that |X | is a simplicial complex.

1.3. Singular simplicial sets. In order not to limit ourselves to simplicial com-
plexes, we need to develop methods that describe arbitrary topological spaces,
ultimately leading to a reformulation of singular homology. Inspired by this
very homology theory, we define for any topological space Y the singular
simplicial set S (Y )· associated to Y by S (Y )n = HomTop(|∆n|,Y ). To obtain
a simplicial structure on this, we simply pull back using the composed func-
tor ∆→ ∆opSet→ Top mapping [n] to |∆n|. Geometrically, this functor identi-
fies elements of [n] with vertices of |∆n| and extends maps linearly.
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The functor S : Top→ ∆opSet is right adjoint to the geometric realization.
This is obvious for standard simplices since the isomorphism of sets

HomTop(|∆n|,Y ) �Hom∆opSet(∆
n,S (Y ))

is merely the Yoneda Lemma. The extension to arbitrary simplicial sets then
follows by properties of limits:

Hom∆opSet(X,S (Y )) = Hom∆opSet(lim−−−→∆n,S (Y ))

= lim←−−−Hom∆opSet(∆
n,S (Y )) = lim←−−−HomTop(|∆n|,Y )

= HomTop(lim−−−→|∆
n|,Y ) = HomTop(|X |,Y ).

∂

σ

1.4. Face and degeneracy maps.
Visualizing ∆ as a category of geometric
simplices, there are two distinguished col-
lections of maps that catch our immediate
attention: Consider the geometric opera-
tions ∂i : |∆n−1| → |∆n| and σ i : |∆n+1| → |∆n|
whose images double resp. miss the ith face. Thinking of these, we obtain maps
∂i : [n − 1] → [n] and σ i : [n + 1] → [n], called the ith face resp. degeneracy
maps, given by

∂i(j) =
{
j if j < i,

j + 1 if j ≥ i,
σ i(j) =

{
j if j ≤ i,
j − 1 if j > i.

It may be shown that these generate all morphisms in ∆ with relations

∂j∂i = ∂i∂j−1 if i < j,

σ jσ i = σ iσ j+1 if i ≤ j,
∂iσ j−1 if i < j,

σ j∂i =

id if i = j, j + 1,

∂i−1σ j if i > j + 1.

We note the following result without proof.

1.5. Proposition. Any map α : [m]→ [n] in ∆ has a unique epi-monic factoriza-
tion α = ∂σ . Furthermore, there exist unique decompositions ∂ = ∂i1 · · ·∂ik for
0 ≤ ik < ik−1 < · · · < i1 ≤ n and σ = σ j1 · · ·σ jl for 0 ≤ j1 < j2 < · · · < jl < m.

Thus providing a simplicial set X· is equivalent to providing for each n a
set Xn along with maps ∂i : Xn→ Xn−1 and σi : Xn→ Xn+1 satisfying a similar
set of relations with the order of the factors reversed:

∂i∂j = ∂j−1∂i if i < j,

σiσj = σj+1σi if i ≤ j,
σj−1∂i if i < j,

∂iσj =

id if i = j, j + 1,
σj∂i−1 if i > j + 1.

By abuse of terminology, we also call ∂i and σi face resp. degeneracy maps.
The elements of Xn that are images of the σi are called degenerate, and the
rest are called non-degenerate. For instance, the standard n-simplex ∆n has
exactly one non-degenerate element in degree n, the identity map [n]→ [n].
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2 Homotopy theory

We aim to develop a simplicial homotopy theory which agrees with the
traditional topological theory when taking the geometric realization.

Λ2
2

2

|Λnk | E

|∆n| B

Λnk E

∆n B.

p

p

2.1. Boundary, horns, and fibrations.
In preparation for simplicial homotopy theory, we need to identify some
distinguished simplicial subsets of ∆n and describe extension conditions of
maps between them. The kth face is the simplicial subset ∂k∆n ⊂ ∆n generated
by ∂k(id[n]). Equivalently, it is the image of the embedding ∂k(id[n]) : ∆n−1 ↪→ ∆n.
Note that the face map ∂k : Xn → Xn−1, considered by (1.1)
as a map Hom(∆n,X) → Hom(∆n−1,X), is simply restriction
to ∂k∆n � ∆n−1. The union of all faces is the boundary ∂∆n. No-
tice that ∂∆0 = ∅·, the empty simplicial set. Inside the bound-
ary are the n+1 horns: The kth horn Λnk is the union

⋃
j,k ∂j∆

n

of all faces except the kth one. Taking the geometric realiza-
tion, we recover the topological boundary, face, and horn. One
may to formulate the definition of a Serre fibration is as a
map p : E→ B of topological spaces satisfying the horn filling
condition (the central right diagram): Given a map |∆n| → B,
any partial lift |Λnk | → E may be extended to a lift |∆n| → E,
corresponding to “filling the horn”. Inspired by this, we define
a Kan fibration (in the context of simplicial sets often called
simply a fibration) to be a map p : E → B of simplicial sets
satisfying the combinatorial horn filling condition: Given a
map ∆n → B, any partial lift Λnk → E may be extended to a
lift ∆n→ E (the lower right diagram).

A simplicial set X where X → ∗ is a Kan fibration is called fibrant or a
Kan complex. This simply means that any map Λnk → X may be extended
to a map ∆n → X. Equivalently, it means that given any collection of ele-
ments x0, . . . ,xk−1,xk+1, . . . ,xn+1 ∈ Xn satisfying the compatibility conditions
∂ixj = ∂j−1xi for all i < j, i, j , k, there exists y ∈ Xn+1 such that ∂iy = xi
for all i , k. For instance, this is the case for singular simplicial sets S (Y )·; this
follows by adjunction and because |Λnk | is a strong deformation retract of |∆n|.

X × 1 X

X × I Y

X × 0 X

X × I Y

A× I A

f

H

g

H

α

2.2. Simplicial homotopies.
Let X and Y be simplicial sets with Y fibrant. We use sug-
gestive notation and define I = ∆1 and (as earlier) ∗ = ∆0.
Given f ,g : X→ Y , a homotopy between f and g is a map
H : X × I → Y satisfying H |X×0 = f and H |X×1 = g, that
is, the diagram on the upper right is commutative. As
usual, we write f ' g and call f and g homotopic if a
homotopy exists between them. If A ⊂ X is a simplicial
subset, a relative homotopy or a homotopy rel A between
two maps f and g satisfying f |A = g |A =: α is a homo-
topy as above which furthermore is constant on A (hence
agrees with α). In other words, it makes the diagram on
the lower right commutative. Both absolute and relative
homotopy are equivalence relations according to Goerss
and Jardine (1999), Corollary 6.2 (it depends heavily on Y
being fibrant).
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This allows us to define simplicial homotopy groups. If X is
a fibrant simplicial set with a basepoint x0 ∈ X0, we may
think of x0 as an element of all Xn, namely as the image
in degree n of the map ∆0 → X corresponding to x0. We
now define the nth homotopy group πn(X,x0) as the set of homotopy classes
(rel ∂∆n if you will) of maps (∆n,∂∆n)→ (X,x0), which as in classical homotopy
theory means that ∂∆n gets mapped to the point x0. An equivalent definition
mimicking the classical formulation in terms of spheres is as the set of homo-
topy classes of maps (∂∆n+1,∗)→ (X,x0). The identity (1.1) means that we may

∆n X

∂∆n ∗

f

x0

as well define πn(X,x0) as homotopy classes of elements of Xn, more specif-
ically, elements x ∈ Xn satisfying the condition ∂i(x) = x0 for all i. Two such
elements x,x′ ∈ Xn are homotopic exactly if there exists an element y ∈ Xn+1
(the homotopy) satisfying

∂i(y) =


x0 if i < n,

x if i = n,

x′ if i = n+ 1.

The proof of the equivalence of these definitions is technical and is covered in
Friedman (2016), Proposition 9.7.

Notice that in the case where n = 0, the boundary is empty, and the def-
inition becomes basepoint-independent. Hence we write simply π0(X) and
refer to its elements as path-components. Notice that two points x0,x

′
0 ∈ X0

belong to the same path-component exactly if there exists a map γ : I → X
with γ(0) = x0 and γ(1) = x1.

To define a group structure on πn(X,x0) for n ≥ 1, let x,y ∈ Xn represent
two classes, so that ∂i(x) = x0 = ∂i(y) for all i. Then for all i , n we define

zi =


x0, if 0 ≤ i ≤ n− 2,

x, if i = n− 1,

y, if i = n+ 1.

This easily satisfies the compatibility conditions since ∂jzi = x0 for all j and
all i , n. Since X is fibrant, there exists z ∈ Xn+1 with zi = ∂i(z) for i , n. It
follows from the simplicial identities that ∂n(z) has ∂i(∂n(z)) = x0 for all i
and hence represents a class in πn. We therefore define the group operation
in πn(X,x0) by [x][y] = [∂n(z)]. It may be shown (see, for instance May 1967,
pp. 9–11) that this product is well-defined and endows πn(X,x0) with the
structure of a group (for n ≥ 1) which is Abelian for n ≥ 2, in accordance with
classical homotopy theory. One may also define relative homotopy groups and
show how they fit into the usual long exact sequence, but we shall not expand
upon this. It is shown in May (ibid.), Theorem 16.6, that the simplicial homo-
topy groups (including the “group” π0) agree with the topological homotopy
groups of the geometric realization |X |.

3 Homology theory

In this chapter, we shall concern ourselves with the category ∆opAb of sim-
plicial Abelian groups (though there are generalizations of our results to
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arbitrary Abelian categories). We initially note that it is possible to turn any
simplicial Abelian group A· into a chain complex: We simply think of An as
the nth term of the complex and define the differential map d : An→ An−1 by

d =
n∑
i=0

(−1)n∂i ,

the alternating sum of the face operators ∂i : An → An−1. This allows us to
define the homology H·(A) of the simplicial Abelian group A· as the homology
of this complex.

We use these considerations to associate to any simplicial set X· a homol-
ogy theory with coefficients in a ring R. Define (RX)· to be the simplicial
R-module given by (RX)n = RXn , the free R-module on the set Xn. The ho-
mology groups (with coefficients in R) associated to this complex are called
simplicial homology groups with coefficients in R and are denoted H·(X;R).
This complex (and hence its homology) coincides with the one used to define
the simplicial homology H·(|X |;R) of the simplicial complex |X |.

Returning to our arbitrary simplicial Abelian group A·, there is a distin-
guished subcomplex of A·, namely the normalized complex NA· given by

NAn =
n−1⋂
i=0

Ker(∂i : An→ An−1),

the differential map being d = (−1)n∂n. We regard the empty intersection as
the whole group, hence NA0 = A0. Its homology groups are called homotopy
groups and are denoted π·(A) =H·(NA·). It is not hard to see that this agrees
with the homotopy groups of the underlying simplicial set as defined earlier
(taking zero to be the basepoint). Somewhat surprisingly, we have

3.1. Theorem. The inclusion NA· ↪→ A· is a quasi-isomorphism, hence we have
π·(A) �H·(A).

The proof of this relies on a lemma which will come in handy later on
as well. We denote by DA· the subcomplex of A· consisting of degenerate
elements, which in this case consists of sums of images of the degeneracy
maps σi .

3.2. Lemma. The complex A· splits as A· =NA· ⊕DA·, hence NA· � A·/DA·.

Proof. Since NA· and DA· are already known to be subcomplexes, it amounts
to proving An =NAn⊕DAn for some fixed n. To prove NAn∩DAn = 0, suppose
there exists a non-zero y in this intersection. Since y is degenerate, we may
write

y = σi(xi) + σi+1(xi+1) + · · ·+ σn−1(xn−1)

for some xi ∈ An−1 and choose this expression with i < n maximal. Then
applying σi∂i yields

0 = σi∂i(y) = σi
(
xi +∂iσi+1(xi+1) + · · ·+∂iσn−1(xn−1)

)
= σi

(
xi + σi∂i(xi+1) + · · ·+ σn−2∂i(xn−1)

)
= σi(xi) + σi+1σi∂i(xi+1) + · · ·+ σn−1σi∂i(xn−1)
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using the simplicial identities. Thus y = y − σi∂i(y) yields an expression with a
greater choice of i, a contradiction.

To prove An =NAn +DAn, we proceed somewhat like before, letting y ∈ An
and picking the smallest integer i such that ∂i(y) , 0. Then we consider y′ =
y − σi∂i(y) which satisfies ∂i(y′) = 0, while for j < i we have

∂j (y
′) = ∂j (y)−∂jσi∂i(y) = ∂j (y)− σi−1∂i−1∂j (y) = 0

using the simplicial identities. By downward induction on the integer i we
have y′ ∈NAn +DAn and hence by construction y ∈NAn +DAn as well. �

Proof of Theorem 3.1. Due to the lemma, it suffices to prove that the subcom-
plex DA· is acyclic. We therefore filter DA· by

FiDAn =


0, if i = 0,

σ0(An−1) + · · ·+ σp(An−1) if 0 < i < n,

DAn if i ≥ n.

Each FiDA· is a subcomplex according to the simplicial identities. This canoni-
cally bounded filtration gives rise to a first quadrant spectral sequence with

E1
pq =Hp+q(FpDA·/Fp−1DA·) =⇒ Hp+q(DA·).

The claim will thus follow by proving that each complex FpDA·/Fp−1DA· is
acyclic. Notice that (FpDA·/Fp−1DA·)n is zero unless 0 < p < n, so assume this is
the case and note that it is a quotient of σp(An−1). Letting x ∈ An−1, we calculate
in FpDA· mod Fp−1DA· the identities

dσp(x) =
p−1∑
i=0

(−1)iσp−1∂i + (−1)px+ (−1)p+1x+
n∑

i=p+2

(−1)iσp∂i−1(x)

=
n∑

i=p+2

(−1)iσp∂i−1(x)

and, similarly,

dσ2
p (x) + σpdσp(x) =

n+1∑
i=p+2

(−1)iσp∂i−1σp(x) +
n∑

i=p+2

(−1)iσ2
p∂i−1(x)

= (−1)p+2σp(x) +
n+1∑
i=p+3

(−1)iσ2
p∂i−2(x) +

n∑
i=p+2

(−1)iσ2
p∂i−1(x)

= (−1)pσp(x).

Multiplying by (−1)p we see that the identity map on FpDA·/Fp−1DA· is null-
homotopic, so that FpDA·/Fp−1DA· is nullhomotopic and therefore acyclic. �
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4 Dold–Kan correspondence

The sole purpose of this chapter is to prove a classical result which essen-
tially classifies all simplicial Abelian groups.

4.1. Dold–Kan Theorem. There exists an equivalence of categories

∆opAb Ch+(Ab)

N

Γ

between ∆opAb and the category of all chain complexes of Abelian groups which are
zero outside the nonnegative gradings.

As the notation suggests, the functor N : ∆opAb→ Ch+(Ab) maps A· to the
normalized complex NA·. The functor in the opposite direction requires more
work:

To motivate and justify the functor Γ , we construct from A ∈ ∆opAb a new
simplicial Abelian group Γ· = Γ (NA·)· by letting

Γn =
⊕

[n]�[k]

NAk ,

the sum running over all surjections in ∆ of [n] onto some other simplex [k].
It is not immediately obvious how to give this the structure of a simplicial
object since NA· is not a simplicial subgroup of A·; it is notably not preserved
by degeneracy maps. However, it easily follows from the definition of NA·

[k] [l]

[n] [m]

NAk NAl

An Am

ι

θ

α

π

θ∗

ι∗

π∗

α∗

that it is closed under face maps ∂i and hence (from Proposition 1.5) under
all maps induced from injective maps [l] ↪→ [k] (in fact, all of them will be
zero except the identity and ∂n). To define the induced
map α∗ : Γn → Γm, pick an arbitrary summand NAk ⊂ Γn
corresponding to some θ : [n]� [k]. Now find the unique
epi-monic factorization ιπ of θα as on the upper right.
Then α∗θ∗ = π∗ι∗ forces the square on the lower right to be
commutative. Note that ι∗ : NAk →NAl makes sense pre-
cisely because it is induced from an injection. We therefore
define α∗ : Γn → Γm by mapping the summand NAk ⊂ Γn
(corresponding to θ) to the summand NAl ⊂ Γm (corre-
sponding to π) using the map ι∗. To see that this indeed
defines a functor, we need to show that it respects com-
position, so let us show (αβ)∗ = β∗α∗. But this more or less
boils down to choosing two epi-monic factorizations

[k] [l] [q]

[n] [m] [p]

ι κ

θ

α

π

β

ρ

and noting that (ικ)ρ must be the unique epi-monic factorization of θαβ.
Notice that we have defined the simplicial structure exactly so that we obtain a
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map Φ· : Γ· → A· of simplicial Abelian groups: In the nth degree, the map

Φn :
⊕

[n]�[k]

NAk → An

is obtained by pulling each summand NAk back to An by the map [n]� [k].
This construction can be generalized to turn any complex C· ∈ Ch+(Ab)

into a simplicial Abelian group Γ (C)· by letting

Γ (C)n =
⊕

[n]�[k]

Ck .

As above, in order for this to make sense, we only need to define how to induce
maps from injective maps on Ck . We define this by letting ∂i : Ck → Ck−1 be
zero for i < k and the (−1)k times the differential for i = k, noting that this easily
respects the relations in ∆ and extends to all injective maps by Proposition 1.5.

The starting point of the proof of the equivalenceNΓ � Id is the observation
that we may write

Γ (C)n = Cn ⊕
⊕

[n]�[k],[n]

Ck (4.1)

as a direct sum of the Abelian group Cn and summands corresponding to
surjections [n]� [k] for k < n, all of which are images of degeneracy maps. It
is part of the definition that the Cn summand is annihilated by face maps ∂i
for i < n, so that Cn ⊂ N (Γ (C))n. To prove that equality holds, we appeal to
Lemma 3.2 once again, noticing that the degenerate subcomplex is just the
summand on the right in the decomposition (4.1). This completes one half of
the proof of Dold–Kan, the isomorphism of functors NΓ � Id. The other half,
Γ N � Id, boils down to the following:

4.2. Theorem. The above map Φ· is an isomorphism of simplicial Abelian groups.

Proof. We proceed by induction on n, noting that the n = 0 case simply
reads NA0 � A0, which is clear. For n > 0, surjectivity follows from Lemma 3.2:
We can easily generate the NAn summand because of the construction of Φn,
while the DAn summand is in the image under degeneracy maps of elements
of An−1, which lie in the image of Φn−1 by induction.

To prove injectivity, suppose that (xθ) is an element in the kernel of Φ , with
xθ lying in the summand corresponding to θ : [n]� [k]. Then 0 = Φ((xθ)) =∑
θ∗(xθ) shows immediately that (id)∗xid = xid = 0 because this is the only

summand lying in NAn. Thus suppose that xθ0
, 0 is a summand correspond-

ing to some θ0 : [n] � [k] with n , k, and define a partial ordering on the
maps [n]� [k] by θ ≤ η if θ(x) ≤ η(x) for all x. We may as well assume that θ0 is
minimal with respect to this ordering. Now we may chose a section s : [k] ↪→ [n]
of θ0 by mapping each x ∈ [k] to the maximal number in the preimage θ−1

0 (x).
This ensures that s is not a section of any η > θ0. Now the fact that Φ is a
simplicial map means that it commutes with s∗, meaning that Φ(s∗(xθ)) = 0. By
the induction hypothesis this implies s∗(xθ) = 0. Now the identity component
of s∗(xθ) is zero as above and consists of the summands xθ with θs = id. By the
choice of θ0 and s this is just xθ0

, and we have a contradiction. This shows that
Φn is indeed injective. �
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5 Classifying space

There exists an interpretation of the classifying space of a group as a sim-
plicial set. We first let C be an arbitrary (small) category. For any n,

the object [n] = {0,1, . . . ,n} is a partially ordered set and hence may be re-
garded as a category in the usual way. The nerve NC· is the simplicial set
with NCn = Fun([n],C ) the set of functors [n]→ C , or, equivalently, the set
of sequences of composable maps c0 → c1 → ·· · → cn in C . This becomes a
simplicial set in the obvious way, with face maps ∂i composing these maps
at the ith spot for 0 < i < n and discarding them at the end points for i = 0,n,
and with degeneracy maps σi adding identities at the ith spot. Now given a
(discrete) group G, we may regard it as a one-object category as usual and
define the classifying space BG as the simplicial set BG· =NG·. We shall see
that its geometric realization |BG| recovers the classical topological notion of a
classifying space.

It is not hard to see that we have BGn = Gn, the nth Cartesian power of G
(where we interpret G0 as the trivial group), and that face and degeneracy
maps are given by

∂i(g1, g2, . . . , gn) =


(g2, . . . , gn) if i = 0,

(g1, . . . , gigi+1, . . . , gn) if 0 < i < n,

(g1, . . . , gn−1) if i = n,

σi(g1, g2, . . . , gn) = (g1, . . . , gi ,1, gi+1, . . . , gn).

5.1. Proposition. The simplicial set BG· is fibrant.

Proof. Suppose x0, . . . ,xk−1,xk+1, . . . ,xn+1 ∈ BGn satisfy the compatibility con-
ditions. The proof is quite straightforward, but includes some case checking
depending on the value of k, so to keep things clean, we concentrate on the case
where k , 0,n+1. Then ∂0xn+1 = ∂nx0 shows that we may write x0 = (g2, . . . , gn+1)
and xn+1 = (g1, . . . , gn) for suitable gi ∈ G. We therefore put y = (g1, . . . , gn+1).
Then for 0 < i < n + 1, i , k, we have ∂0(xi) = ∂i−1(x0) and ∂n(xi) = ∂i(xn+1),
which shows that xi = (g0, . . . , gigi+1, . . . , gn+1) = ∂i(y). Thus y satisfies the de-
sired conditions. �

Let us verify that BG (or rather |BG|) faithfully recovers the traditional
definition of a classifying space for a discrete group, that is, it is a K(G,1) space:
There is only one basepoint 1 ∈ BG0, so we simply write πn(BG). For the
purpose of calculating this, we regard πn(BG) as homotopy classes of elements
in Xn with boundary 1. But if n , 1, the only such element of Xn is 1 = (1, . . . ,1),
while all elements of BG1 = G have boundary 1. Calculations show that each
homotopy class in BG1 only contains one element, so as sets, we have π1(BG) =
G while πn(BG) = 1 if n , 1. To see that π1 is also isomorphic to G as a
group, pick x,y ∈ π1(BG). The product xy in π1 is by definition ∂1h, where
h ∈ BG2 = G2 satisfies ∂0h = x and ∂2h = y. But ∂0h is the second coordinate
of h and ∂2h is the first one, so h = (y,x), and we have ∂1h = yx. Hence π1 is
in fact the opposite group of G, which is isomorphic to G by the inversion
map in G. A possible workaround for this issue is to replace G by the opposite
category of G, but this makes the rest of the formulas strange.
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With regard to its homology, we note that H·(BG;Z) as defined above is the
homology of the same chain complex used to define the simplicial homology of
the simplicial complex |BG|. We thus have H·(BG;Z) =H·(|BG|;Z) =H·(G;Z).

6 Čech cohomology

It is possible to formulate Čech cohomology in terms of simplicial sets: Let X
be any space (we omit all assumptions of being paracompact or having

manifold structure) and U = {Ui}i∈I an open cover; for this formulation,
we do not require an ordering on the index set I . As is common, we shall
write Ui0···in = Ui0 ∩ · · · ∩Uin for any combination of index elements ij . The
nerve N (U )· of the covering is the simplicial set with N (U )n the set of all
(n+ 1)-tuples i = (i0, i1, . . . , in) of elements in I such that the intersection Ui is
non-empty (the same kind of construction occurs in Example 8.1.8 in Weibel
1994). The map α∗ : N (U )n→N (U )m induced from α : [m]→ [n] is given by

α∗(i0, i1, . . . , in) = (iα(0), iα(1), . . . , iα(m)),

noting that this preserves the non-emptiness condition because the new inter-
section contains the old one.

Now suppose F is a (pre)sheaf of Abelian groups on X. We then obtain a
cosimplicial Abelian group Č· = Č·(X,U ;F ) given by

Čn =
∏

i∈N (U )n

F (Ui).

The map induced from α : [m]→ [n] maps s ∈ Čm to α∗(s) ∈ Čn given on the
ith coordinate by

α∗(s)i = res
Uα∗(i)
Ui

(sα∗(i)).

We recover the usual Čech cocomplex (and thus Čech cohomology) by defining
the differential ∂ : Čn→ Čn+1 by ∂ =

∑
(−1)i∂i .
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